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Abstract 

In this study, sentiment analysis is used to investigate how Twitter users feel about labor rights 

violations in Qatar in the years leading to the Qatar World Cup in 2022. A dataset including 3.5 

million tweets was scraped for this study from Twitter, while the sample used for the study was 

smaller. For the purpose of conducting sentiment analysis, a vocabulary of roughly 6800 positive 

and negative English sentiment terms was used from the Word-Emotion Association vocabulary 

developed by the National Research Council of Canada. The study employs an automated 

technique to extract information regarding the attitudes, emotions, and opinions of Twitter users.  
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Introduction 

Throughout the process of constructing the necessary infrastructure for the 2022 FIFA World Cup 

in Qatar, there have been a number of complaints of violations of workers' rights. It is estimated 

that Qatar relied on the labor of two million migrant workers in order to successfully stage the 

2022 World Cup (Acharya. 2022). According to Amnesty International's 2019 report, both men 

and women, predominantly from Africa and Asia, worked in the construction, transportation, 

security, and restaurant industries. 

The infringement of workers’ rights can generally be categorized into three distinct categories. 

The first problem is the abuse of migrant workers. A significant portion of the workforce that was 

utilized in the construction of World Cup infrastructure came from the countries of Bangladesh, 

India, and Nepal, respectively. Reports indicate that these workers are regularly exploited in a 

variety of ways, including having their salary withheld, being forced to live in deplorable 

conditions, and having their passports taken, which prevents them from leaving the country or 

switching employment. The Kafala system comes in second. The Kafala system is used in a 

number of Gulf states. This system connects the legal rights of workers to those of their employers. 

Because they are unable to switch jobs without the approval of their current employer, they are 

susceptible to exploitation as a result of this situation. According to the claims, the personnel 

working in Qatar for the World Cup may have taken advantage of adopting this strategy. Third, 

there is the potentially dangerous working environment. As a result of the extreme temperatures 

in Qatar, multiple people have passed away there from heatstroke. Reports indicate that workers 

may have been expected to put in long hours without enough breaks or safety equipment, which 

may have been a contributing factor in the occurrence of accidents and injuries. 
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According to Amnesty International (2019), in 2017, the government passed a number of new 

legislative laws with the intention of assisting migrant workers. These bills included a statute for 

local workers, new labor dispute tribunals, and the establishment of a workers' assistance and 

insurance fund. However, doubts regarding the execution of these procedures and the overall 

treatment of personnel participating in developing World Cup infrastructure continue to be raised 

(Mohamed, 2022). The "International Labour Organization" is just one of the many organizations 

that have raised concerns regarding these issues. 

A new dataset that was developed using data from the Twitter API will serve as the foundation for 

the research design. Text mining is the methodology that underpins this study (Silge & Robinson, 

2022). The purpose of this study is to analyze, through the use of text and sentiment analysis, the 

shifts in opinion that have been stated in recent years on labor rights breaches in Qatar in advance 

of the FIFA World Cup 2022. The sentiment of tweets will be the dependent variable in this study. 

The years 2015 to 2022 have been designated as the time span for this study. The research will 

concentrate on determining how people's feelings shifted over the course of time leading up to the 

World Cup. 

Literature Review 

Web scraping was used to collect data from Twitter, and sentiment analysis was used to evaluate 

the emotions that are conveyed in tweets (Silge and Robinson, 2022; Mohammad and Turney, 

2011). A score was given to each tweet based on whether or not it expressed a positive or negative 

sentiment. Emotional experience is an inherent aspect of being human. Others maintain that the 

ways in which we communicate and the traditions we uphold significantly influence the emotions 

that we experience. Others contend that language and culture have a substantial influence on how 
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we feel, despite the fact that some people say that facial expressions representing fundamental 

human emotions are universal throughout cultures, even those without contact (Ekman and 

Friesen, 2003; Ekman, 2005), and others contend that this is the case. 

Psychologists have developed numerous theories to classify human emotions, including the 

distinction between basic and complex emotions as well as instinctual and cognitive emotions 

(Zajonc, 1984; Lazarus, 1984, 2000). Due to a lack of empirical evidence, however, the problem 

of defining emotions remains unresolved (Plutchik, 1985). According to the theories of Ekman 

(1992), Plutchik (1962, 1980, and 1994), and James (1884), there are categorizable fundamental 

human emotions. Plutchik proposes eight fundamental emotions, including happiness, trust, fear, 

surprise, sadness, disgust, anger, and anticipation. Ekman proposes six emotions, including joy, 

sadness, rage, fear, disgust, and astonishment. 

This study's emotion lexicon, developed by Muhammad and Turney (2011), annotates words with 

Plutchik's eight fundamental emotions, which are arranged in a wheel-like pattern. Happiness, 

sadness, anger, and fear are positioned opposite one another on the emotional wheel. For instance, 

happiness is the opposite of sadness, and anger is the opposite of fear. Two of the primary emotions 

make up each of the four remaining emotions. Disgust, for instance, combines anger and fear, 

whereas confidence combines happiness and anticipation. 

Research Design and Methodology  

We depend on peer-reviewed text and sentiment analysis on the Qatar World Cup to inform our 

development of a methodology for keywords, hashtags, and analysis in relation to the World Cup 

(Dewi & Arianti, 2020; Luo et al., 2022; Patel & Passi, 2020). This allows us to design a 
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methodology for keywords, hashtags, and analysis that is specific to the World Cup. Using the 

work of these scholars as a foundation, we will now concentrate on protecting worker rights. 

Data 

Using Twitter's Application Programming Interface (API), a new dataset was compiled as 

described Pak and Paroubek (2010). R, more specifically Rstudio, was used for both the data 

scraping, statistical analysis, and data visualization. R provided a platform where the accounts and 

packages were based on open source and were free (Ho, 2022). Quarto was used for a range of 

tasks, including creating documents with R Markdown and research reports.  

For the purpose of data collection, the "academictwitteR" package was used. A wide variety of 

industries, such as customer relationship management, human-computer interface, information 

retrieval, text-to-speech systems, and literary analysis, make use of sentiment analysis. (Turney & 

Mohammed, 2011). In recent years, data from Twitter has been utilized in social science research 

on a regular basis (Dang-Xuan et al., 2013; Jungherr, 2016). For instance, policymakers utilize the 

data from Twitter as a vital resource in order to gain insights from the platform's analytics (Joseph 

et al., 2017). An additional illustration is provided by Parmelee and Bichard (2012), who study the 

reasons why Twitter users follow political personalities. Twitter is utilized for a variety of 

purposes, including ease of use, entertainment, self-expression, direction, information-seeking, 

and the value it adds to social interactions. 

Web scraping was done to acquire data from Twitter (Silge and Robinson, 2022). Based on the 

emotional lexicon developed by Mohammed and Turney (2011), the data from Twitter was used 

to conduct a sentiment analysis in order to measure the sentiment included in the tweets. 
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Research was done using the “search_tweets()” function to make a list of hashtags and return the 

number of tweets for each hashtag. The eight hashtags with the greatest number of tweets were 

used. The hashtag limit was set by the “academictwitterR” package in this part of the preliminary 

research. The common hashtags identified and used to scrape data were "#boycottqatar2022," 

"#boycottqatar," "#worldcupqatar," "#worldcupqatar2022," "#qatarworldcup," and 

"#qatarworldcup2022." The data was scraped from 2015 to 2022. There were almost 3.5 million 

tweets in the dataset. 

Silge and Robinson's (2017) approach to combining the NRC emotions and sentiment polarity was 

used with our dataset. Initially, the tweets were unnested, and stop words were removed. 

Additional stop words have been uncovered. The most frequent terms in the dataset include Qatar, 

FIFA World Cup, 2022, etc. Since it is already known that our research topic is the 2022 FIFA 

World Cup in Qatar, these do not aid in understanding what is happening in a given tweet or what 

topics are being discussed. These words were eliminated to determine how our analysis changes 

when these common words are eliminated. Additionally, we remove the hashtags that we used to 

collect the data (since they are present in every tweet). Note that we also took into account common 

misspellings of "Qatar" in these additional stop words (i.e., "Qatar"). 

Sentiment Analysis 

For the purpose of this study, the Word-Emotion Association Lexicon developed by the National 

Research Council of Canada (Mohammad and Turney, 2011) will be referred to. The technique of 

finding the underlying emotional state conveyed by a string of words, in this case those found on 

Twitter, is referred to as "Twitter sentiment analysis. A customer's attitudes, feelings, and views 
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can be gleaned in a meaningful way through the use of an automated process known as sentiment 

analysis, which can be performed using a sentiment analysis tool. 

The NRC Emotion Lexicon is a collection of English words and their associations with two 

sentiments (negative and positive) and eight fundamental emotions (disgust, joy, sadness, surprise, 

trust, anticipation, anger, and fear). The two sentiments are negative and positive, while the eight 

basic emotions are anger, fear, anticipation, trust, and anticipation. The NRC Emotion Lexicon 

makes use of association scores in its methodology. In terms of emotions, it is given a score of 

either 0 (indicating that it is not associated) or 1 (indicating that it is associated). When it comes 

to emotions, it is given a score of "not associated," "weakly associated," "moderately associated," 

or "strongly associated."  

Sample Full Sentiment Analysis  

The NRC Word-Emotion Association Lexicon by Mohammad & Turney (2022) was used. After 

encountering difficulties with the NRC full sentiment analysis timing out or taking more than 10 

hours to complete, we approached the NRC Lexicon by combining the NRC emotions with our 

dataset and exploring each emotion separately. We conducted a small test to determine whether 

this method would execute faster than the Syuzhet package functions. This functioned and ran 

effectively. Next, we expanded upon this test by transforming this code into a function that we call 

for each emotion in the NRC Lexicon. The NRC loaded with this code originated from tidytext 

and consists of 13872 observations representing 10 distinct sentiments (8 emotions and 2 polarity 

indicators). 
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Word Clouds 

We created word clouds using two different approaches. The first applied Silge & Robinson’s 

(2017) method to the individual word data frame. The second relied on Raghav Bali, Dipanjan 

Sarkar, and Tushar Sharma's (2017) book to further explore full tweet word clouds and clustering. 

These authors use tm_map to clean the data, and then plot a word cloud. 

Emotions by Top Words 

Here we create lists of top words by polarity and emotion. Then, we generate bar graphs of the 

most frequent words associated with each emotion. We assign colors to each emotion bar plot 

based on Nijdam's (2009) research, "Mapping emotion to color," so that colors are applied based 

on empirical assessments of color and emotional response. 

Full tweets rather than individual words 

To explore the sentiment of each full tweet, we aggregated tweets by tweet IDs. This provided us 

with a count of emotion-related words per tweet, from which we were able to determine the 

sentiment of the tweet. For example, if a tweet contained two words associated with happiness and 

eight words associated with sorrow, it would be classified as sad.  

Hierarchical Clustering 

Raghav Bali, Dipanjan Sarkar, and Tushar Sharma (2017) use the Syuzhet package to get 

sentiment scores and plot them. This was still very slow, as we experienced with other functions 

from the Syuzhet package. Therefore, we shifted to relying on Bali, Shakar, and Sharma (2017)'s 

approach for hierarchical clustering. This is an unsupervised learning approach to clustering data. 
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We recombined the tidy data to put the words of each tweet back together, minus the stop words 

to show how words show up in clusters together.  

Exploring labor-related keywords by count and over time 

We finished our exploratory analysis by considering when tweets were created. We transformed 

the time variable into a recognized numeric form with date and time of post. We created a 

histogram to understand the frequency of when tweets were posted in our sample. Then we focused 

on concerns over labor rights. We selected key labor-related words that were informed by our 

earlier emotion bar plots, transformed them to lowercase, and created dataframes and total counts. 

We plotted these labor rights words over time to understand the time variations in labor rights 

related tweets over our sample period.  

Inferential Analysis  

After we completed our unsupervised approaches and explored the results, we used these to inform 

some testable hypotheses to determine what drove polarity of tweets. We relied on Logistic 

Regression given the lack of a linear relationship assumption. Our dependent variable is a two-

class binary variable (positive or negative tweet sentiment), therefore this classification method is 

most appropriate (James et al., 2021).  

Modeling 

Using logistic regression for supervised learning, we will adopt a classification-based approach to 

modeling our data. To begin modeling our data, we will need a data frame containing all of the 
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relevant variables. Our tweets_tidy_sum dataframe contains both the NRC information and the 

tweet text, and we joined it with the original tweets dataframe to obtain additional metrics. 

Splitting Train/Test Data  

To begin modeling, we split our data into a training group and a testing group. We used a 70/30 

split, with 70% of the data used to fit the model and 30% used for testing purposes. It is important 

to only use the training data subset to fit the model, including variable selection; otherwise, we 

will not get an accurate estimate of the test error (James et al. 2021). We assign cases to the test or 

training set using the sample() function, which draws a random sample. It is important that the 

cases be assigned randomly; otherwise, we risk introducing bias into our model.  

The Best Subset Selection  

Best subset selection is one option for selecting a R2 of predictors for our model. It generates a 

number of potential models, which can then be evaluated based on AIC, BIC, and adjusted R^2. It 

becomes computationally intensive, or even infeasible, with a large number of possible predictors. 

However, for our model using only fifteen predictors, it was still manageable.  

James et al. (2021) discuss the advantages of forward or backward stepwise selection methods 

when p is large. When p is very large, the best subset selection method may lead to overfitting, 

and in those cases, a stepwise approach may be better. However, in this case with only p = 15, we 

decided to go with the best subset selection.  

We started with a logistic regression model containing all possible predictors from our data set – 

sadness, anger, fear, disgust, trust, surprise, joy, anticipation, year, retweets, likes, impressions, 
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replies, quotes, and impressions – and regressed that on polarity.  Then, using the leaps package 

and regsubsets() function, we performed the best subset selection. For the function, we set the 

maximum number of predictors to 15, the same number of predictors in the model. This created a 

summary with 15 possible models. The first model contains only one predictor, the second contains 

two, and so on, with the best subset selection returning the best model for each number of 

predictors (James et al. 2021).  

From this point, we need to determine the ideal number of predictors. To do that, we graph 

information available from the regsubsets() summary. We looked at RSS, adjusted R^2, AIC, and 

BIC. All summaries showed model improvement up to eleven predictors, after which benefits of 

adding more predictors dropped off.  

K-fold Cross Validation 

Now that we have selected a model, we want to estimate its prediction accuracy using k-fold cross 

validation. K-fold cross validation can be used to estimate testing error, and it can also be used for 

the purpose of model selection (James et al. 2021). In this case, we are most interested in the test 

error rate. Using the caret package, we set up a training control and run the train() function. The 

results tell us that our selected model has an 82% accuracy rate.  

Exploratory Results 

Word Clouds 

Word clouds in text analysis provide an easy way to present huge volumes of data. Words are 

placed in a cloud-like structure to visually display text data in word clouds, with the size of each 
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word denoting its frequency (Cooshna-Naik, 2022). They are a straightforward way to see the most 

frequent terms in a text, and they are frequently used in big data sets to find themes, subjects, or 

keywords. Word clouds have a number of benefits, including the ability to summarize data on a 

subject, pinpoint key passages in a document, and determine which areas or subjects to focus on 

when conducting further statistical inquiry.  

Figure 1.  

Word Clouds 

 

Figure 1 identifies the words that most frequently appear in the tweets. Important text identified 

by the word cloud include “boycott, migrant, boycottfifaworldcup, fifamafia, humanrights, nike, 

india, life, died, and hypocrisy”. We found the first approach to be more interpretable.  

Sentiment Analysis 

A polarity sentiment analysis reveals that there are more negative associated words than positive 

words in our data set (see Table 1). To better understand the context of the positive/negative 

discussions, we turned to keyword counts overall and then by emotion. We found the bar charts to 
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more clearly reveal the top used words, which built on the initial exploration from the word clouds 

above (Figure 1). Figure 2 shows the top 30 most frequently used words in our dataset. Boycott is 

the most common, with workers, nupur, sharma, and boycottairaways following closely. We 

observe several areas of frustration being discussed in relation to boycotts, particularly concerning 

Indian politician Sharma Nupur and airline controversies. In relation to our initial interest in labor 

rights surrounding the World Cup, we interpret “workers” and “migrants” to be connected to 

concerns over labor rights, given that migrant workers predominantly built the arenas and human 

rights reports revealed abuse, neglect, deaths, and non-payment (Amnesty International, 2022). 

When isolating negative sentiment, the top tweeted word remains boycott. Words we interpret as 

being associated with labor rights are slavery and massacre. Variations of terror and corruption 

also have high frequencies but are too general to connect directly to labor rights violations.  

Table 1. Overall Positive vs. Negative Sentiment by Count  

Negative Positive  

3316 2308 

 

Figures 3 to 11 display the top words for each emotion in the NRC Emotion Lexicon. As mentioned 

above, we are applying Nijdam’s (2009) findings on mapping emotional response to color. We 

first discuss the negatively associated emotions and top words (Figures 4 to 8). First, looking at 

the results for anger, the words terrorist, money, terrorism, slavery, massacre, and hate are 

included. Slavery is directly connected to our labor rights issue. We assume money is also related 

but not as consistently. This is based on a manual exploration of tweets using the word money. 

They often referred to workers not being paid but other tweets varied greatly in their context. 

Similarly, when examining fear associated words (Figure 5), we again see slavery directly relating 



14 

to labor rights and shame sometimes being associated but varying greatly in context. “Watch" 

could be used in a concerning and fearful way - such as watch out, but in the context of the World 

Cup it is likely that “watch” simply refers to watching the football games. We are uncertain that 

the word “watch” is properly interpreted by the analysis. Given a manual inspection, we observe 

instances where tweets are referencing watching the football matches without any detection of a 

fear-based use of the word watch. Next, slavery and massacre occur in top words associated with 

sadness. Figure 9 displays two top used words associated with surprise. We first listed this with 

our positive words but after seeing money and terrorism, and confirming with a manual inspection, 

we realized that surprise is being used in a predominantly negative manner. Beyond the scope of 

labor rights, we see terrorism and its variations showing up as a top word for each of the negative 

emotions. This is clearly driving negative boycott tweets outside the scope of our variable of 

interest. We understand that several areas of concern are informing negative tweets about 

boycotting the Qatar World Cup.  

 

Figure 2 
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Figure 3 

 

Figure 4 

 

 

 



16 

Figure 5 

 

Figure 6 
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Figure 7 

 

Figure 8 

 

Though positive tweets were less frequent in our dataset, there were still a large quantity of 

positively identified tweets, and their key words represented notably different discussions. Figure 

9 shows the frequency of the top 30 most commonly used words in positively associated tweets. 
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Here we see football being the most tweeted word. Like the word “watch” in the top words, we 

are uncertain that football is being properly interpreted here. A manual inspection reveals positive 

uses but also frequent negative uses about the footballers participating in the midst of labor rights 

abuses and the brands that support them. We are not certain that all positive sentiment readings of 

football in Figure 9 are accurate. It is also a top used word related to anticipation and joy. 

Interestingly, money shows up in both positive and negative sentiments, but otherwise all other 

words are unique to positive sentiments.  

Figure 9 

 

Solidarity is a top trust-associated tweet (Figure 10). There are tweets that suggest trust in 

activists, trust of workers, and trust of specific footballers. This could therefore be interpreted 

positively or negatively, depending on who trust is being connected to in the tweet. Freedom is 
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another high frequency word that is present on the positive, trust, and joy figures (Figure 11, 12, 

& 13). Inspecting freedom tweets, we observe people celebrating freedom, and also calling out a 

lack of freedom. Again, the context can be positively or negatively associated with the World 

Cup.   

Figure 10 

 

Figure 11 
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Figure 12 

 

Figure 13 
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Beyond the individual exploration of key words for each main emotion, Figure 13 presents the 

results of a full sentiment analysis on a sample of our tweets. This approach considers the full 

tweet instead of individual words, and charts them comparatively to one another. We again see 

higher frequencies of negative tweets compared to positive ones, with fear and trust being the 

emotions most frequently connected to the tweets, followed by sadness. Joy and surprise have 

the lowest frequency, while anger, anticipation, and disgust each have the same frequency.  

Hierarchical Clustering  

Figure 14 

 

Figure 14 presents a dendrogram to illustrate how words are clustered together and associated. 

We created this to help us understand not just sentiments but also what kinds of words are being 

discussed together to better understand context. Though there is not a definitive insight from this 

figure, we do notice a few patterns. Beginning at the right of the graph, we observe right, shirt, 

wearing, solidarity, and Nike together. This begins to offer context that we could develop further 
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analysis of to understand if, perhaps, people were discussing wearing Nike shirts in protest. 

Similarly, with Nupur Sharma, we observe different variations of her name, boycott, and support 

being connected. Though this is outside of the labor rights context, there is more that could be 

analyzed to capture the level of support she received given that this former BJP spokesperson 

was being criticized by Qatar and tweets were responding to the controversy. We also note that 

humans and rights are connected. We wonder if, even though labor rights were heavily 

scrutinized in relation to the Qatar World Cup, people are not thinking about rights as separate 

types but connecting these types of violations into a larger discussion of human rights.  

Time  

We end our exploratory analysis with a set of histograms to explore when tweets were made. Our 

data set selected tweets from 2015 to 2022. Figure 15 reveals, predictably, that the majority of the 

tweets took place during the World Cup and leading up to it. However, there was also a cluster in 

2015. This was after the previous Brazil World Cup in 2014, and we perceive it to reflect 

controversy around the early planning of the Qatar World Cup. We then pulled out specific labor-

related keywords that showed up in our previous analysis to understand when those tweets 

occurred. We saw that same surge of tweets in 2015 for boycott tweets that mentioned “labor”, 

“death”, and “slavery” (Figure 16), but “construction”, “work”, and “rights” (Figures 16 & 17) did 

not have the same spike in 2015. Future research could use this first step to understand if the 2017 

labor rights legislation in Qatar had an impact on the concern over labor rights leading up to the 

World Cup.  
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Figure 15 

 

Figure 16 
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Figure 17 

 

Inferential Results 

We began by identifying the dependent variable and all possible predictors in our dataset. Our 

dependent variable is the “polarity” of the tweet. Any tweets that had a higher count of negative 

words than positive words were given a value of 1 (negative). Neutral or positive tweets are 

represented as 0. Including all NRC emotions and years, along with other Twitter metrics, gives 

us a total of 22 possible predictors. Table 2 shows the results of a simple logistic regression using 

all 22 predictors.  

 

Table 2 shows a large number of predictors are statistically significant. However, with such a large 

number of possible predictors it is very likely that there is multicollinearity among the predictors, 

especially since some constructs are closely related (such as the NRC emotions, which are 

naturally grouped into negative and positive designations).  
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Table 2.  
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Table 3

 

We generated a correlation matrix to take a look at the correlations between our predictors. What 

this shows us is that many of our predictors are correlated with each other, and the negative 

emotion words are highly correlated with each other. When considering the reliability of our 

models, we need to be mindful of overfitting.  

After reviewing the simple logistic regression, we used best subset selection to identify which 

variables to include in our final model. We used the leaps package in R to run the best subset 

selection, and from the results, we reviewed the RSS, adjusted R2, the AIC (Cp), and BIC results. 

As is typical, adding variables to the model improves it substantially at first. Then, as we continue 

adding variables, we see less and less improvement. Visually inspecting the charts in Figure 19, 

we see that model improvements dramatically decrease after adding six variables. Using R, we are 

able to notate the lowest point on each chart, which is consistent across all graphs. Based on the 

charts, we decided to use the 11-predictor model for our final model, although we could also have 

justified a more parsimonious model. 

 

 



27 

Figure 18 

 

Table 4 shows the results of our final logistic regression model, using the top 11 predictors 

identified through best subset selection. We notice that the model includes three negative emotions, 

which were highly correlated with each other. Only one Twitter metric, number of retweets, made 

it into this final model. While this model reports a number of statistically significant coefficients, 

without better accounting for the effects of multicollinearity, we should be careful about drawing 

conclusions. One way to account for multicollinearity is through interaction terms, which are not 

included in our model here. It is possible that an even better model could be found by using 

interaction terms among the emotion predictors and the year predictors.  
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Table 4  

 

After creating our model, we took one final step to validate it using k-fold cross validation. We 

performed the cross-validation using the caret package in R. We trained the model using the train() 

function in conjunction with trainControl(), then checked the accuracy of our model. The k-fold 

cross validation indicated that our model is 82% accurate. However, this could be an 

overestimation given the correlated predictors.  
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 Limitations and Challenges  

There can be sample bias (Rivers & Vu, 2013). The study cannot guarantee that the sentiments 

presented in the tweets are representative of the sentiments of all the people from Qatar who 

expressed their sentiments on labor rights. 

According to Gao, Abel, and Houben (2012), there is a possibility for measurement inaccuracy 

due to an inability to differentiate effectively between bot accounts and multiple-account human 

users who have access to several accounts. Due to the widespread presence of confounding factors, 

that cannot be properly managed or measured, the validity and reliability of the data are 

constrained. In particular, the inability to discriminate effectively between bots and human users 

who have several accounts may induce measurement bias, which has the potential to distort the 

results and limit the generalizability of the findings. As a result, extreme caution is required when 

interpreting the results of the study, and additional research needs to be carried out in order to 

overcome this restriction. 

According to Fisher (1993), the validity of indirect inquiry might be put in jeopardy when social 

desirability bias is present. Due to the social desirability bias, some Twitter users might not convey 

their genuine feelings about a labor rights violation, which could have an effect on the validity of 

the study's findings. 

Another limitation is that only participants who had access to the internet and a Twitter account 

were eligible. These people are more likely to be from socioeconomically affluent backgrounds 

than a sample that includes everyone involved. 
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Although the NRC Emotion Lexicon is a useful tool for studying Twitter data, its application may 

not always take into account the nuanced emotional expressions that are present in such data. It's 

also critical to keep in mind that context, irony, and sarcasm all have the potential to affect how 

accurate an analysis is. As a result, it might be more fruitful for future research to examine Twitter 

data using a multifaceted strategy that includes human annotation, machine learning algorithms, 

and context-specific result interpretation.  

Even though sentiment analysis and logistic regression have the potential to analyze the topic of 

sentiment regarding labor rights violations in Qatar, it is important to keep in mind the limitations 

of the techniques used to gather data when interpreting the results of the research.  

Future Research 

Future research could include a larger date range to capture 2010 to 2022. This time period would 

capture the announcement of Qatar as host of the World Cup, capture the 2014 World Cup in Brazil 

to see if discussions of Qatar interacted with discussions during the 2014 World Cup, and 

understand if the 2017 legislation had a meaningful impact on sentiment of labor rights in Qatar.  

Building on this, we could test the key words identified by our word cloud and our key words by 

emotion to see if labor-related keywords are predictive of negative tweets. Similarly, we could 

also expand the dependent variable to look at what drives the polarity of tweets.  

Conclusion 

In this report, we used unsupervised learning techniques to investigate the sentiment and context 

of boycott related tweets leading up to the Qatar World Cup in 2022. We were interested in 
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understanding if labor rights were driving boycott tweets. We found some evidence to support this, 

but overall, we found a variety of emotions and keywords driving boycott tweets. After using word 

clouds and sentiment analysis to explore the data, we narrowed in on a dependent variable: the 

polarity of tweets. After testing for the optimal model, we determined that sadness, fear, and 

disgust were significantly increasing the likelihood of negative tweets. In the future, we would 

analyze a larger time span and  consider other dependent variables that more directly connect to 

labor rights. 
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